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ABSTRACT
Several new, data-oriented internetworking architectures
have been proposed recently. However, the practical deploy-
ability of such designs is an open question. In this paper,
we consider data-oriented network designs in the light of the
policy and incentive structures of the present internetwork-
ing economy. A main observation of our work is that none of
the present proposals is both policy-compliant and incentive-
compatible with the current internetworking market, which
makes their deployment very challenging if not impossible.
This difficulty stems from the unfounded implicit assump-
tion that data-oriented routing policies directly reflect the un-
derlying packet-level inter-domain policies. We find that to
enable the more effective network utilization promised by
data-oriented networking, essential caching incentives need
to exist, and that data-oriented peering needs be considered
separately from peering for packet forwarding.
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1 INTRODUCTION
The Internet architecture was originally developed for the
needs of distributed computing, such as telnet, FTP, and RJE
[4]. However, the majority of the present Internet traffic, es-
pecially between network domains, is of content delivery na-
ture, such as file sharing, static web content, Internet radio,
or other recorded voice or video, or control traffic needed to
locate or deliver any wanted pieces of content. Hence, the
current situation can be characterized by stating that while
the network use has shifted towards content-centric usage
patterns (see e.g. [13]), the original host-oriented architec-
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ture, which we still use, is optimized for interactive commu-
nication between topologically addressed end-points.

To address the shift in the network usage, several content,
information, or data-oriented models have been proposed in
the literature (see e.g. [11], [14]). We will briefly explore
the relevant features of some of these in Section 3 below;
however, in general the data-oriented architectures base their
routing decisions on information or content-related identi-
fiers instead of topological prefixes or host addresses (loca-
tors).

In effect, due to their location independent identifiers data-
oriented networking architectures enable a wider choice of
internetworking control for the ASes. In the current BGP
model, an AS can merely advertise reachability of a certain
IP address block to a neighbor. It has no control over how
that reachability will be propagated or used. Consequently,
due to the advertisement, all kinds of traffic not envisioned
by the originating AS may take place. As an example, con-
sider the unexpected rise of the traffic between home users.

However, if the ASes advertise the availability of data, as
in DONA [14], they would know that such an advertisement
may only produce requests for that specific piece of data.
This level of control comes with a cost: there are orders
of magnitude more data items than network routes to keep
track of. Therefore, the inter-domain scalability is a major
challenge to any data-oriented network design. The wider
implications of such added control are not well understood.

All clean-slate designs are bound to have unsolved de-
ployment issues.1 In this paper we address the policy-
compliancy and incentive-compatibility of the data-oriented
architectures with the current internetworking market, as
well as possible implications for data-oriented peering.

Assuming a suitable relative balance between communica-
tion and storage costs, even a superficial analysis shows that
in a data-oriented architecture it makes sense to cache and
disperse data through the network in various ways, thereby
reducing the amount of network traffic. At the practical level,
this is clearly shown to be the case by the proliferation of
content delivery networks, such as Akamai, and the wide-
spread practice of caching web pages.

However, we argue that the present internetworking mar-
ket is structured in a way that creates disincentives for some
of the ISPs to deploy content caching, and this presumably
acts as a disincentive against data-oriented networking in

1For example, see the problems with the IP multicast deployment [5].



general. Therefore, in order to allow the network architec-
ture to evolve towards a data-oriented one, the caching poli-
cies (e.g. what to cache and when) will need to be sepa-
rated from actual caching mechanisms (e.g. packet inspec-
tion, storage) [21], thereby allowing them both to evolve in-
dependently and free from policy-related disincentives.

Today, the Internet topology is defined by inter-domain
policies, established between autonomous systems (ASes)
[9], or domains for short. These policies reflect the business
relationships between the domains [12]. In a way, these rela-
tionships are more fundamental in nature than the deployed
network architecture itself. The policies define who carries
whose traffic and where, not the architecture. Hence, also
the proposed data-oriented network architectures must take
this economic aspect into account, as there is no chance for
an abrupt change in the inter-domain business relationships
[18].

For example, some of the data-oriented architecture pro-
posals make the following simple assumption:

“ISPs who already peer at the IP routing level are [ex-
pected to be] motivated to peer at the content routing
level to provide their customers faster access to nearby
content servers – and increase the benefit of placing con-
tent servers in their network.” [11, p. 9]

Unfortunately, as our analysis in Section 4 shows, this as-
sumption is only partially valid.

Hence, while we contend that it may well be possible to
evolve the data-oriented architectures so that they can be
bootstrapped off from the current policy structure, we also
note that the present policy-constrained inter-domain paths
of the Internet are often not the shortest ones [22], or the
ones with the best performance [20]. That is, we surmise
that the richer network service model, provided by the data-
oriented network architectures, opens up the possibility of
using more efficient policies, leading to better network uti-
lization and lower costs; see Section 5.

In the rest of this paper, we first briefly describe how the
inter-domain topology of the Internet arises from the inter-
domain policies in Section 2. We then, in Section 3, take
a brief look at the proposed data-oriented network architec-
tures, and place them on a simple policy-constrained Internet
scenario. In Section 4, we analyze the incentives of vari-
ous network stakeholders to participate in the data-oriented
networking models. Finally, in Section 5, we describe how
data-oriented caching, if deployed, could enable new inter-
domain peering policies. We outline our planned future work
in Section 6 and give some preliminary conclusions in Sec-
tion 7.

2 POLICY-CONSTRAINED
INTER-DOMAIN TOPOLOGY

The Internet routing system divides to two well-defined re-
gions. The intra-domain routing protocols (OSPF [15], IS-IS
[17]) are used within administrative domains (ASes), while

the inter-domain routing is based on the Border Gateway
Protocol (BGP, [19]). The contractual relationships between
domains (the inter-domain policies) define the global Inter-
net topology, not the underlying physical connectivity [9],
[22]. Since the policies are different for each domain, the
inter-domain topology is effectively different for each pair of
source and destination [7]. While this complicates the over-
all inter-domain topology picture, it also narrows down the
choices for inter-domain routing, and in some sense makes
the inter-domain routing space more tractable than without
any such limitation [23].

The two main types of inter-domain relationships in the
Internet are the transit and peering relationships [12], while
a third type, the sibling relationship, is used between the mul-
tiple domains under the same administration [9].

A transit relationship is a customer-provider relationship,
where the provider agrees to advertise the customer’s routes
and thus make the customer’s network reachable from the
rest of the Internet (as seen by the provider). The cus-
tomer also gets routes to all Internet destinations, or uses the
provider as a default route, and thus can access the rest of the
Internet. The customer pays the provider for these services
(reachability and access) [6]. In a partial transit relationship
only a subset of the Internet is made available.

In a peering relationship the ASes agree to exchange traf-
fic only between themselves and their customers by adver-
tising the corresponding routes to each other. The typical
incentives for peering are, for large ASes, reciprocal reacha-
bility and robustness benefits, and, for smaller ASes, savings
on the upstream transit costs [2]. This is why also big content
providers, such as YouTube (AS36561), actively seek peer-
ing relationships with other networks [3]. While peering is
typically settlement-free, also paid peering is possible.

This structure leads to a tiered Internet model, where the
ASes at the topmost tier (the Tier-1) form, in practice, an
oligopoly that does not buy transit from anyone else; all are
peering with each other. Of course, this makes the whole
Internet connected.2

It is important to understand here that since the non-Tier-1
ISPs actively seek to reduce their transit costs, any architec-
tural change that reduces the amount of traffic over the inter-
domain transit links may lead to reduced Tier-1 income. For
example, if an architectural change allows Tier-2 ISPs to
avoid sending or receiving some traffic that they would other-
wise need to transmit through the Tier-1 ISPs, the economic
effect is the same as in the case of the Tier-2 ISPs peering
directly: the Tier-2 ISPs manage to reduce their costs and
therefore the Tier-1 oligopoly loses some of its income.

In [9], Gao derives an empirical valley-free inter-domain
path model spanning from the bilateral relationships between
ISP, as deducible from the BGP routing data. In this model,
all Internet paths can be divided into three segments, out of
which any segment may be omitted for a given path: 1. The

2We are ignoring any possible local tier-1s not purchasing transit, but not
peering with all other Tier-1 networks.



uphill path is the sequence of domains from the source do-
main up to the first provider-to-customer or peer-to-peer link.
All the links in this segment are either customer-to-provider,
or sibling-to-sibling links. 2. A peer-to-peer link in the mid-
dle. This may be e.g. a link between two Tier-1 providers,
or any peering link between ISPs. 3. The downhill path is
the sequence of domains from the first provider-to-customer
link to the destination domain. All the links in this segment
are either provider-to-customer, or sibling-to-sibling links.

Due to the existing inter-domain policies, practically all
Internet paths observe this valley-free model. Gao [10]
finds that the maximum AS path length yielding from this
structure is about 13, while the maximum shortest AS path
length3 would be around 6. The reason for this increased
stretch is that the possible “detours” on the shorter paths
[22] have no incentive to provide the transit service between
the end-points. Later we examine whether data-oriented net-
working might enable such incentives (Section 5).

3 DATA-ORIENTED NETWORKING
In this section, we briefly consider three architectures that we
consider leading the way towards data-oriented networking,
each with different namespace design and scalability proper-
ties: TRIAD [11], ROFL [1], and DONA [14].

TRIAD uses a BGP-like inter-domain routing protocol
to distribute routes to servers identified with DNS names
(“BGP with names”). TRIAD assumes that ISPs would be
naturally willing to peer on the name level, if they are al-
ready peering on the IP level. Furthermore, TRIAD as-
sumes also that the ISPs would willingly advertise their cus-
tomers’ name-based routes to the rest of the Internet. This
model leads to the default-free domains4 carrying routes to
all named services. TRIAD addresses the resulting scala-
bility challenge mainly by restricting the managed name-
space to service names, individual hosts or data items are
not named separately.

ROFL explores the possibility of routing on flat labels in
the Internet scale without the underlying IP forwarding as-
sumed by TRIAD and DONA. ROFL does not limit the num-
ber of labels assigned to each host, which makes it possible
to extend the ROFL anycast design to address individual data
items. However, this increases the number of labels in the
system by several orders of magnitude.

In ROFL, inter-domain routing is based on a hierarchical
distributed hash table structure (Canon [8]). The ROFL use
of hierarchical DHT design avoids aggregating all the rout-
ing state to any single ISP, but with the penalty that the ROFL
routes are 2-3 times longer than BGP-routes. More signifi-
cantly, the routes may require traversing domains in a man-
ner clearly violating the inter-domain routing policies. The
latter is a feature of the simplistic application of the Canon

3Maximal shortest path between any two ASes in the global AS graph ig-
noring the inter-domain policies.

4The domains that do not have default routes and thus must carry the full
Internet routing table, e.g. the Tier-1 domains.
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Figure 1: Policy-constrained data-oriented networking. The
valley-free path segments for the UserB are: (D-G-I) (uphill),
(I-H) (peering), and (H-E-B) (downhill).

method to the inter-domain hierarchy, making traffic from
one customer domain to be potentially routed via arbitrary
other (possibly competing) customer domains of a given ISP;
supposedly, this might be avoidable through a different inter-
domain routing design.

DONA takes the TRIAD design further by replacing the
DNS names with self-certifying identifiers. DONA also
takes the presented peering assumptions literally, and ex-
plicitly builds the architecture on the valley-free policy-
constrained AS topology. In DONA, each domain maintains
data-level routing state for the data items hosted by itself, or
by any customer or peering domain. This model leads to sim-
ilar scaling behavior to TRIAD, but on a bigger scale: Rout-
ing state for all advertised data items must be maintained by
all the Tier-1 domains. As our analysis later shows, these do-
mains may have little interest in participating in such a data
routing architecture.

Now consider the scenario in Figure 1. Here the dashed
lines represent transit relationships between the customer
(below) and the provider domains (above), and the solid lines
represent peering relationships. This example follows the
DONA model, where the data-level routing state pointing
to the closest copy of a specific data item is distributed to
all peers, providers, and their peers and providers (dotted ar-



rows). The data requests are forwarded up along the provider
hierarchy and then following the specific data routing state
when found. Here we assume symmetrical routing, making
the resulting data path (solid arrows) to be the reverse of the
domain-level path followed by the data request. This en-
sures that the data paths are always policy-compliant. The
domain-level stretch for the UserB in this case is 1.7: The
policy-compliant domain-level path (D-G-I-H-E-B) has 5/3
times the hops than the shortest possible domain-level path
(D-G-C-B).

The possibility for transparent, architecturally integrated
route and/or data caching is a central piece in the data-
oriented designs considered above. However, so far the ar-
chitecture proposals have left a crucial policy question unan-
swered: When, exactly, should a domain cache which piece
of data? For example, in the Figure 1 above, without caching
or data specific forwarding state in either of the domains D
or G, the data is sent twice from the server hosting the data.
To understand why this is the case we will need to examine
the incentives for caching.

4 INCENTIVE-COMPATIBILITY OF
DATA-ORIENTED NETWORKING

In this section, we take a look at the potential incentives for
data-oriented networking, analyzing the economically moti-
vated stances of the different domains forming the Internet.
To begin with, we adopt the present, underlying commer-
cial structure for packet routing and forwarding. Starting
from there, we explore the potential changes or challenges
brought forward by the data-oriented model, especially re-
garding caching, when employed on the top of the basic
model.

One motivational factor for data-oriented networking is
the expected more efficient and timely use of network re-
sources. This is possible due to the network routing state
being created by the data requests, which enables sharing
the communication and storage resources between multiple
recipients. In the case of synchronous transmission, this kind
of state and resource sharing essentially results in a multicast
service. Caching, in turn, enables asynchronous sharing. In
general, this kind of sharing has similar incentive structures
to peering for packet forwarding: savings on transit costs and
reduced latency.

As communication and storage sharing enables higher uti-
lization of the existing peering relationships, some of the
weight of the overall traffic moves down from the Tier-1s to
the lower tiers. This forms the first challenge for the so-far
presented data-oriented networking proposals: If the existing
Tier-1 domains are faced with less growth, or even a small
decline in their transit traffic, and therefore less income, why
should they participate in the data-oriented networking in the
first place? Why should they invest in new data-centers, such
as ones needed for DONA, if that will cut their profits? Ap-
parently, we need a data-oriented architecture that is not crit-

ically dependent on the Tier-1 networks for other than the
present packet-forwarding transit service.

The next question is cache placement: Who has an incen-
tive to cache the data? It seems clear that Tier-1 domains, in
their transit role, have no incentive to cache data, if the data
served from their caches would be away from their customer
links, thereby reducing their transit-fee income. The same
applies to all uphill domains: data served from caches will,
in general, be away from their customer links, and therefore
cuts their revenues. This answers our question at the end
of Section 3: There is no point serving data on your cus-
tomer’s behalf, unless the customer pays for the caching ser-
vice. Therefore there is no caching in either of the domains D
or G in the Figure 1 above. However, on the downhill paths
all domains seem to have an incentive to cache the data, as
data served from caches is away from their internal or ex-
ternal transit links. The customer network domains, being
at the bottom of the downhill paths, have the most obvious
incentive for caching, as they can also directly benefit from
the reduced latency.

Note, however, that most domains will act in both roles
(uphill/downhill) at the same time for different data streams
and may have considerable internal transit costs. Therefore,
the caching policy needs to be based on the traffic direction
in each case. Furthermore, the actual caching decision needs
to be based on factors such as the pricing model and traf-
fic situation on the intra- and inter-domain links, the cost of
caching itself, and the popularity of the data item in question,
among other considerations.

5 DATA-ORIENTED INTER-DOMAIN
PEERING

Earlier we saw that the so-far proposed data-oriented ar-
chitectures have assumed that peering on the IP forwarding
level would automatically lead to corresponding peering at
the data routing level. Then we observed that the resulting
policy-compliant paths are sometimes longer than would be
possible based on connectivity alone, but the current inter-
domain policy structure does not allow the shorter paths to
be taken.

The discussion so far points to an interesting question,
namely are there cases in which the valley-free model could
be applied to the data-oriented networking in a relaxed form
so that some of the shorter inter-domain paths could be uti-
lized? Are there possibilities for data-oriented peering?

Consider the scenario in Figure 2. The domain C is
caching the data the UserC has requested, so that other users
in domain C interested in the same data might get it faster.
Now it becomes possible for the domain C to further adver-
tise the same data over its peering links. The rationale for
doing this may be that the settlement-free peering link (C-B)
may be underutilized, and that providing the data over the
peering link is not causing any new external transit costs for
the domain C. Now, comparing to the situation in Figure 1,
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Figure 2: Data-oriented peering.

the domain-level path from D to B becomes shorter, the end-
to-end latency likely smaller, and domain B saves the cost
of transit through E. In effect, the domain C is in a transit
role through its peering and transit relationships with the do-
mains B and G, respectively. Trying to do this with the exist-
ing packet forwarding level inter-domain policies makes no
sense, since the downhill path (G-C-B) would contain a peer-
ing link (C-B), which is excluded in the currently observed
valley-free model.5

Each domain needs to apply local policy and the current
intra- and inter-domain traffic situation to decide when to ex-
tend the data advertisements to any of its peering domains.
These decisions need not be coordinated with the other do-
mains. As the network situation fluctuates, the domain may
vary the data set it is advertising over the peering links. In
a data-oriented network, more dynamic inter-domain peer-
ing policies become possible also due to the looser coupling
between the data and packet-level routing and forwarding
functions. For example, in Figure 2, when UserC ceases to
request the data, the domain C can decide not to advertise
the specific data to its peers anymore, and the domain B will
need to revert to the valley-free route presented in Figure 1.
These dynamic changes are not visible at the packet forward-
ing level routing policies.
5The reason for the exclusion is that the transit accounting does not transfer
over the peering link.

In the current BGP4 Internet, each AS is inviting traf-
fic with BGP route updates over the inter-domain links, but
each AS is in direct control of only the traffic they send out.
Consequently, a peering link is considered imbalanced if one
peer is sending significantly more traffic than the other, the
limit reported in the literature being 4:1 [16] or 2:1 [6]. In
the data-oriented model the sender of the data is only in in-
direct control of the data being sent, as data availability is
being advertised. The receiver initiates the data transfer ex-
plicitly, and thus can be considered the benefactor of the
traffic instead of the sender. Thus we believe that the ac-
counting model for peering balance needs to evolve to sig-
nify the benefactor of the data-oriented traffic. This would
enable avoiding settlement fees by advertising and providing
more data over imbalanced peering links. While this further
increases the imbalance on the packet-forwarding level, the
overall benefits between the peers would be balanced.

Hence, data-oriented peering provides a new application
independent means for optimizing network resources, in
ways that are not possible at the packet forwarding level only.
Architecturally, the peering and caching mechanisms need to
exist in each domain, but the peering and caching policies
need to be separated from the mechanisms.

Depending on the inter-domain relationships the peering
model may combine the packet and data level considerations,
or they can be managed separately. The latter case is needed
in overlay architectures, where some domains only provide
packet forwarding service.

6 FUTURE WORK
As we have observed in this paper, many current data-
oriented network architectures, for example DONA, appear
to have deployment related incentive challenges. We believe
that data-oriented network architectures require further ex-
amination for them to become both policy-compliant with
the existing network structure and incentive-compatible with
the critical stakeholders of these architectures.

Based on the observations made in this paper, we believe
that the following areas offer the possibility for new insights
and possible solutions regarding data-oriented internetwork-
ing: 1. Game theoretic and economic analysis of the caching
and peering policy cases summarized in this paper, 2. anal-
ysis of the data-oriented model on a realistic, policy aug-
mented inter-domain model, and 3. exploring the possibil-
ity of evolving the proposed data-oriented architectures to be
more incentive-compatible with the business benefits of each
domain in their role in the global Internet.

7 CONCLUSIONS
We have shown that the proposed data-oriented internet-
working architectures have inter-domain policy and deploy-
ment related incentive problems.

It seems prudent not to expect Tier-1 ISPs to actively par-
ticipate in creation of the data-oriented Internet, as the in-



creased efficiency of the network use will limit the growth
of their transit traffic and thus revenue, at least in the short
term. Instead, the initial deployment burden of the archi-
tecture should be placed where the immediate benefits exist:
the end customers and access network providers, as well as
content service providers.

The envisaged increased network utility is based on the
more effective use of the existing network resources and
peering relationships, as the data-oriented model allows pro-
vision of cached content to peers without incurring addi-
tional (external) transit costs. In some cases this will lead
to shorter paths and thus lower end-to-end latency, as well as
to reduced transit traffic, as the number of copies being sent
over the transit networks decreases.

The higher-level service model of the data-oriented archi-
tectures makes the caching and peering policy a central tool
for inter-domain traffic engineering and management. How-
ever, these policies are non-trivial. The different roles the do-
main may have in the valley-free model determine the effect
of caching on its revenue. The overall picture contains also
the various internal and external costs, such as those related
to storage and bandwidth. Also, the looser coupling between
the packet forwarding and data-oriented routing functions al-
lows better control over peering traffic than what is currently
possible with BGP.

Finally, we believe that the accounting model for peering
balance needs to evolve to signify the benefactor of the data-
oriented traffic, instead of just assuming that the sender of
the packets should pay.
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